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Computer science technologies are gaining popularity every day, as today the
era of high-performance parallel computing systems has begun. For this reason, the
issue of accelerating and processing and analyzing large amounts of data is acute.
There are several ways to solve this problem, such as multi-core machines,
supercomputers, or grid systems. Parallel algorithms are also used for processing,
modeling and visualization of both original and transformed data. Depending on
the technologies used in the construction of parallel programs, the architecture of
computing systems is built. For example, support for multithreading and
development of programs for specialized systems (NVIDIA CUDA, OpenCL,
OpenACC, OpenMP).

As is known, the use of parallel technologies can be due to such reasons as
modeling real physical problems described by systems of differential equations in
partial derivatives. For instance, the flow of a viscous incompressible medium is
one of the important problems of mechanics. In fact, it is very difficult to achieve
high efficiency for large-scale parallelized tasks. Since even the slightest
imbalance can lead to undesirable results in overall performance. Dynamic load
balancing (DLB), in turn, improves the efficiency of complex modeling with non-
trivial domain decomposition. This possibility is provided by the Hilbert Space
Filling Curve (SFC) at a coarse level. Since it is necessary to take into account
various numerical methods, as well as various computational costs this schema
automatically assigns weights to estimate the overall workload distribution. Due to
the inability of this evaluation procedure to capture local workload changes, the
overall SFC-based load balancing approach may not be optimal. Therefore, the
DLB incremental diffusion algorithm is based on SFC separation, which allows to
customize the domain decomposition. Simulations for various physical processes
in complex domains demonstrate the effectiveness of DLB schemes for various
large-scale related problems. A detailed performance analysis showed the need to
use the DLB method to directly determine load imbalances, which, for example,
are caused by individual computational efficiency depending on the composition of
the local workload, scalability of individual program codes. In addition, the strong
scaling experiment showed performance improvement with increasing degree of
parallelism when a priori estimated computational weights are used for the initial
split.

Objectives of the study. The aim of this work is to apply the dynamic load
balancing (DLB) scheme, which makes it possible to increase the efficiency of
complex modeling for various physical and technical problems. A minimal
intrusive method has been proposed for estimating computational weights based on
performance measurements during simulation. The approach allows to



automatically determine the appropriate weight parameters that can be used to
estimate the overall distribution of the workload.

Study object. The object of research is high-performance computing using
the method of dynamic load balancing for various physical problems.

Research methods. The methods proposed in the dissertation work are a new
tool in the study of the problems of load distribution on various processors.
Dynamic Load Balancing (DLB) scheme that improves the performance of
complex modeling with non-trivial domain decompositions.

For numerical calculations, parallel numerical algorithms have been used in
the work, and the obtained results are compared with the calculated and
experimental data of other well-known authors.

Theoretical and practical value. The results of this work can be widely used
in solving important applied problems related to numerical simulation on high-
performance cluster machines.

The developed schemes and numerical algorithms make a direct contribution
to the development of science in distributed computing and in the field of computer
science in the country. The practical value of the work lies in the fact that the
developed scheme of dynamic load balancing (DLB) on high-performance systems
of great practical importance allows not only to obtain a significantly “fast” result
compared to sequential calculations, but also expands the possibilities for
implementing labor-intensive methods and algorithms for solving important
applied and fundamental problems.

Scientific novelty. A dynamic load balancing (DLB) scheme has been
developed to improve the performance efficiency of massively parallel computing.
So this method with different numerical methods and different computational costs
per subdivided cell has been obtained using the Hilbert Space Filling Curve (SFC)
at a coarse level.

Using the constructed parallel numerical algorithm, the following were
performed:

- numerical study of the efficiency of high-performance calculations for
problems of flow behind a backward step;

- numerical study of the efficiency of high-performance computing using
hybrid parallel algorithms for air flow problems in a complex nasal area;

- hybrid parallel numerical computation using various domain decomposition
methods;

- hybrid parallel numerical computing using the method of dynamic load
balancing;

- evaluation of the efficiency of hybrid parallel numerical computing using
various methods of domain decomposition;

- evaluation of the effectiveness of a hybrid parallel numerical algorithm
using the method of dynamic load balancing;

- comparison of the received results of modeling with numerical data and
experimental data of other authors is carried out;



- the analysis of the obtained results of hybrid parallel numerical computing
and hybrid parallel numerical computing using the method of dynamic load
balancing was carried out;

Defense provisions. The work contains the following results:

eresults of a numerical study of the efficiency of high-performance computing
for flow problems behind a backward-facing step.

eresults of a numerical study of the efficiency of high-performance computing
when using hybrid parallel algorithms for problems of air flow in a complex nasal
region.

eresults of hybrid parallel numerical computation using different domain
decomposition method.

eresults of hybrid parallel numerical computation using dynamic load
balancing method.

eresults of evaluating the efficiency of hybrid parallel numerical computation
using various domain decomposition methods.

eresults of evaluating the efficiency of the hybrid parallel numerical algorithm
using the dynamic load balancing method.

ecomparison of the obtained simulation results with numerical data and
experimental data of other authors is carried out.

eanalysis of the obtained results of hybrid parallel numerical computation
using the method of dynamic load balancing.

The structure and scope of the dissertation. The dissertation consists of
designations and abbreviations, introduction, five chapters, conclusion and list of
references. It is presented on 122 pages, the list of used sources contains 126 titles.

The main content of the work. This work is organized as follows:

The first chapter provides descriptions of various technologies for high
performance computing.

The second chapter has a detailed description of the analytical models of the
main characteristics of the parallel algorithm.

The third chapter provides a detailed description of the mathematical
formulation of the basic equations for modeling the problem.

In the fourth chapter, numerical studies of the efficiency of high-performance
computing for backward-facing flow problems are considered.

In the fifth chapter, numerical studies of the efficiency of high-performance
computing using hybrid parallel algorithms for airflow problems in a complex
nasal region are considered.

In conclusion, the results of the dissertation work are presented.

Publications and approbation of results. The results of the research work
were discussed at scientific seminars of the Department of Computer Science of al-
Farabi KazNU and also were reported at international conferences. The results of
the dissertation were published in 11 papers, 2 of them from the list, the
THOMSON REUTERS database and 4 from the list, the SCOPUS database, 6
articles from the list recommended by the Committee for Control in Education and



Science of the Ministry of Education and Science of the Republic of Kazakhstan, 1
paper - in the materials international and republican conferences.
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